
Abbreviation Disambiguation in 
Polish Press News

Using Encoder-Decoder Models
PolEval 2022/23 Task 2: Abbreviation disambiguation

1st and 2nd solution

Krzysztof Wróbel, Jakub Karbowski, Paweł Lewkowicz



Data

Collections from Polish press news

Assumptions:

● focus on abbreviations of common words or phrases ending with a dot 
(excluding initials, acronyms, and proper names)

● the context and common knowledge should be sufficient to expand the 
abbreviation (excluding incomplete or confusing examples)

● the base forms should follow the guidelines of phrase lemmatization from 
PolEval 2019 Task 2 with some exceptions, such as abbreviations joined with 
other abbreviations or phrases



Examples of abbreviation disambiguation

Some cases like ład. were not real abbreviations, just end of sequence, and  
also had to be handled correctly.



Training, validation and test datasets

The training, validation, and test datasets have been provided by the organizers of 
PolEval.

Splitting datasets:

● a training set called train
● a validation set called dev-0 with expected output
● two test sets with implicit output: test-A and test-B



Dictionary-based additional data

Additional data were collected (in brackets amount of different abbreviations extracted 
with their meaning or meanings):

● Morfeusz (443)         
● Wiktionary (554)  
● SJP (1199)

Example: woj.

● województwo,
● wojewoda,
● wojewódzki,
● wojenny,
● wojskowy



Dictionary-based additional data - example

The process creates also incorrect samples, e.g. “najlepszym” is abbreviated to

“db.”. This dataset lacks non-abbreviation examples.



Synthetic additional data

● Polish Wikipedia
● Sliding window is used to randomly select a context of 140 to 200 characters
● Algorithmic abbreviation:

○ abbr_first: profesor  → prof.
1 to 4 of the first characters.

○ abbr_first_last: profesor  → pr
the first and last characters.

○ abbr_first_mid: profesor  → pf.
the first and one middle character.

○ abbr_first_mid_last: profesor  → pfr
the first, one middle and last characters.

● Base forms of all words from the span before abbreviation are generated with 
the spaCy pl_core_news_lg



Number of samples in datasets

Dataset Number of samples

train 4 298

dev-0 305

test-A 4 574

test-B 13 965

dictionary-based 1 982

synthetic Wikipedia dataset ~14 000 000



Evaluation

Acc = 0.25 · Af + 0.75 · Ab
Af - the accuracy of provided expanded forms of abbreviations

Ab - the accuracy of provided base forms of abbreviations



Methods

● a sequence to sequence model using the T5 architecture:
○ Krzysztof Wróbel used the ByT5 model, 
○ Jakub Karbowski used the plT5 model.

● input to the transformer encoder is the context with the abbreviation
● the transformer decoder generates both the base and inflected forms
● majority voting separately for inflected and base form



Experiments and results



Krzysztof Wróbel submissions (1/2)

1) The original validation (dev-0) dataset has only 300 samples which is 
insufficient for tracking scores with a precision of 0.1 percentage points. 
Therefore, 1000 samples from the training data were moved to the validation 
set.

2) Input: Komunistyczny deputowany, <abbrev>b.</abbrev> 
śledczy Prokuratury Generalnej.
Output:
a) for abbreviations: były <sep> być
b) for non-abbreviations:  b.

3) Initial experiments using Adafactor as an optimizer showed that the plT5 
models performed slightly worse than the ByT5 models.



Krzysztof Wróbel submissions (2/2)

The final submission was created using majority voting on 3 models:

● trained on the training data and dictionary-based additional data using the development data for 
selecting the best model

● trained on the training data, development data, and dictionary-based additional data with two 
different seeds

The training parameters were as follows:

● model: byt5-base
● batch size: 16
● gradient accumulation: 16
● epochs: 24
● learning rate: 0.001
● scheduler: linear with warmup 0.1
● optimizer: Adafactor



Krzysztof Wróbel submissions - results



Jakub Karbowski submissions

The pre-training parameters:

● model: plt5-base
● batch size: 4
● gradient accumulation: 64
● training steps: 3300
● learning rate: 0.0000928
● scheduler: linear with warmup 2000 steps
● optimizer: AdamW
● weight decay: 0.001

Training parameters:

● model: plt5-base (wiki pre-trained)
● batch size: 8
● gradient accumulation: 32
● epochs: 223
● learning rate: 0.000015
● scheduler: linear with warmup 10%
● optimizer: AdamW
● weight decay: 0.0001

1) Input: Komunistyczny deputowany, <mask>b.</mask> śledczy Prokuratury 
Generalnej.
Output:

a) for abbreviations: były; być
b) for non-abbreviations:  b.; b.

2) Pre-training on synthetic data



PolEval final results



Post-competition experiments

● models: 
○ ByT5-base, 
○ plT5-base

● data: 
○ PolEval, 
○ dictionary-based,
○ synthetic Wikipedia dataset

● majority voting



Results in different training datasets



Majority voting among 1 to N models



Links

Source code: https://github.com/Carbon225/poleval-2022-abbr 
Model ByT5: https://huggingface.co/carbon225/byt5-abbreviations-pl
Model plT5: https://huggingface.co/carbon225/plt5-abbreviations-pl

Contact:
● Krzysztof Wróbel: https://www.linkedin.com/in/wrobelkrzysztof/
● Jakub Karbowski: https://www.linkedin.com/in/jkar/
● Paweł Lewkowicz: https://www.linkedin.com/in/pawel-lewkowicz/

https://github.com/Carbon225/poleval-2022-abbr
https://huggingface.co/carbon225/byt5-abbreviations-pl
https://huggingface.co/carbon225/plt5-abbreviations-pl
https://www.linkedin.com/in/wrobelkrzysztof/
https://www.linkedin.com/in/jkar/
https://www.linkedin.com/in/pawel-lewkowicz/


Errors by the best model (1/2)



Errors by the best model (2/2)


