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Competition dataset



● MS MARCO (English only) - over half a million questions from Bing's 

search query logs

● mMARCO - translation into 14 languages (but not including Polish)

● Some multilingual models trained on mMARCO

mMARCO dataset and models



My final method

OKAPI BM25

(tuned to dev dataset)

ENSEMBLE OF CROSS-

ENCODER

RERANKERS

Top k results

(k depending on dataset)



Okapi BM25 tuned to wiki dataset:

● k_1 = 1.2, b = 0.75, epsilon=0.25

● Word tokenization with NLTK

● Lowercase normalization

● Stemming with pystempel with Polimorf

● Removal of Polish stopwords

Retriever



wiki-trivia- reranking of 3000 positions (super slow even on A100):

● no-ft unicamp-dl/mt5-13b-mmarco-100k

● ft cross-encoder/mmarco-mMiniLMv2-L12-H384-v1

● ft cross-encoder/mmarco-mdeberta-v3-base-5negs-v1 (available 

during the competition, but withdrawn from huggingface now)

legal questions (1500 positions), allegro-faq (all 921 positions)

● no-ft unicamp-dl/mt5-13b-mmarco-100k

● no-ft unicamp-dl/mt5-3B-mmarco-en-pt

Rerankers



Reranker



● Translating Polish into English and using English Cross-Encoder

● Bi Encoder models (but did not try Contriever)

● Translating MS MARCO into Polish and training HerBERT

Other experiments



● The OKAPI BM25 is a highly effective retrieval system, particularly 

when properly optimized.

● Increasing the number of reranked items improves NDCG, but 

beyond 500 positions, the improvement is minimal.

● The above conclusion contradicts my other research: Reranking for 

a Polish Medical Search Engine

● Finetuning the model for a specific domain improves performance 

slightly within that domain but reduces performance in other 

domains (~3-6 NDCG@10).

● Trying out Contriever and comparing it to the well-tuned OKAPI 

BM25 baseline as a retrieval model in the future would be beneficial.

Conclusions
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