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Motivation

ASR systems typically provide a 
transcription without any 
punctuation

● difficult to read
● poor user experience
● sometimes ambiguous 
● old approaches demand 

pronouncing “full stop”, 
“comma”, “question mark” 
out loud - inconvenient



Motivation
● punctuation improves many NLP downstream tasks e.g. 

○ text segmentation
○ named entity recognition,
○ uppercasing

● lack of multimodal punctuation restoration datasets in Polish
● research regarding punctuation restoration in Polish



Task Overview



Data - overview



Data - overview
WikiPunct

WikiPunct is a crowdsourced text and audio dataset of 
Polish Wikipedia pages read out loud by Polish lectors.

● Two sources of data: 
○ WikiTalks pages - conversational interactive
○ WikiNews - informative

● Original text with punctuation is read by volunteers
● Audio with time-aligned transcripts



● Data scraped from Polish 
WikiNews via wiki dumps

● WikiNews is a free-content news 
wiki for collaborative journalism

● Rich punctuation and high overall 
text quality

● Various subjects and text lengths

WikiNews



WikiTalks

● Data scraped from Polish Wikipedia Talk 
pages

● Talk pages are administration pages with 
editorial details and discussions for 
Wikipedia articles

● Good source of conversation-like written 
data

● Source of questions which are uncommon 
in WikiNews and Wikipedia Articles

● More punctuation errors than in WikiNews



Data - recordings
● Part of scraped data was selected to be recorded

Selection procedure:

○ 80% - randomly selected WikiNews (150 < word count < 300 words) 
○ 20% - randomly selected WikiTalks (50 < word count < 300 words and at 

least one question mark)
● Data selected to be recorded was additionally manually corrected
● Speakers were Polish male and female volunteers
● Each speaker read maximum of fifteen texts
● Speakers did not know what is the target task
● Volunteers recorded random texts at home via dedicated Voicelab Platform, with 

no special equipment



Data - crowdsourcing
● Reading errors

○ skipping fragments of text usually not occuring in conversational speech
■ Examples:

● dates: “Ocena: Kenraiz 12:36, 7 paź 2008”
● IP adress: “Zgłasza: 178.43.202.218”
● nicknames: “--PtrTlr”

○ skipping words from foreign language, e.g. “三尾の大亀; Sanbi no 
Kyodaigame;”

○ on-the-fly correction of conjugations and inflections during reading text



Data - Statistics
Training data: 1274 recordings with time-aligned transcripts 

Test data: at 200 recordings with time-aligned transcripts

Altogether over 240,000 words

● Speakers:
○ Polish male: 58 speakers, 18.7 hours of speech
○ Polish female: 63 speakers, 20.4 hours of speech



Data - Statistics

Additional text data:

○ WikiNews 
~15,000

○ WikiTalks 

~17,000



Evaluation
● Test data: audio with time-aligned transcripts

● Seven punctuation marks are evaluated

● Forbidden to use external data

● Free to use publicly available pretrained 

models

● Final results are evaluated in terms of precision, 
recall, and F1 scores for predicting each 
punctuation mark separately. 



Results

● Token classification
● Bert-like models for feature extraction with FC head
● One approach using wav2vec features from audio



What’s next?

● Next year we will start new Task: Punctuation Prediction on Diabiz 
corpus together with Computational and Corpus Linguistics 
Laboratory at University of Lodz

● Punctuation prediction instead restoration
● Diabiz is a business conversation corpus 
● Diabiz is presented Today by Piotr Pęzik (title: Budowa 

referencyjnego korpusu procesów obsługowych i jego 
zastosowania w tworzeniu systemów dialogowych)



Any questions?


