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Backbone

Average RMSE from 4 BLIND training runs with different hyperparameter settings. Trained on
80% and evaluated on 20% of development set.



Technique and tricks

• Hugging Face transformers and datasets 
• Regression head on top of transformer backbone with MSE loss 

function
• Set dropout across the model to zero



Training – non blind

• Backbone: HerBERT Large Cased
• Input: automated and reference translations
• Training

• 6 epochs
• batch size 8
• learning rate 2e-5
• constant schedule
• sequence length 192
• weight decay 0.01

• 5-fold CV, early stopping based on validation loss
• 5-fold models average: 0.6137 test-B Pearson score



Training – blind

• Backbone: HerBERT Large Cased
• Input: Automated translation
• Training

• 3 epochs
• batch size 8
• learning rate 1e-5
• constant schedule
• sequence length 128
• weight decay 0.001

• 5-fold CV, early stopping based on validation loss
• Additional 5-fold model trained on back-translation data w/pseudolabels
• 2 * 5-fold models average: 0.4840 test-B Pearson score



Thank You!


